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Structured Abstract

• **Aim:** This research note focuses on some of the consequences of big data as an emerging methodology. Its purpose is to provide a brief literature review of the method’s development and some of the critical questions researchers should consider as they move forward. Salvo (2012) contends that big data as a form of design of communication itself “is necessarily a rhetorically-based field” (p. 38). With big data as an up and coming methodology (McNely, 2012; Salvo, 2012), using caution in its application is a necessity for scholars. Not only should researchers seek out the unseen and untapped applications of big data, but they should learn its limitations as well (Spinuzzi, 2009). You adopt a methodology, you adopt its flaws.

• **Problem Formation:** This section identifies a gap in the field as it relates to some of the consequences of applying big data as a methodology and seeing it as a rhetorical tool. As big data gains steam in the field of humanities, some are sure to question what they see as a flaw: the act of quantifying language. This argument is not new nor is its rebuttal. Harris (1954) discusses the distributional structure of language with each part of a sentence acting as co-occurents, each in a particular position, and each with a relationship to the other co-occurents (p. 146). Salvo (2012) argues that the combination of these new methodologies and technologies “knits together invention, arrangement, style, memory, and delivery in ways that challenge conceptions of print based literacy and textuality” (p. 39). While big data itself has several rhetorical methodologies embedded within, deciding which one to use depends on the amount of data and how it’s aggregated.
Information Collection: As described above, this research note functions primarily as a brief review of literature. This section focuses on how writing analytics developed from content analysis in mass communications and shifted into latent semantic analysis assisted by computer technology. Riffe, Lacy, & Fico (1995) offer a clear explanation of content analysis, which was developed with comparably small data sets in mind: “Usually, but not always, content analysis involves drawing representative samples of content, training coders to use the category rules developed to measure or reflect differences in content, and measuring reliability (agreement or stability over time) of coders applying the rules” (p. 2). Finding a representative sample of content was once a more feasible methodology, but in the digital age that amount of content exponentially increases every day.

Conclusions: As latent semantic analysis is an extension of quantitative content analysis (and vice versa)—and knowing that an adopted methodology carries adopted flaws—it makes sense to turn to some of the concerns voiced by mass communication scholars in order to understand limitations. While quantitative content analysis grew in popularity in mass communication, so did the refining of its methods. Reporting the reliability of a study adds credibility to the study itself, and when a human coder is involved, the reporting of this intercoder reliability becomes imperative (Hayes & Krippendorf, 2007; Krippendorf, 2008, 2011). While intercoder reliability measures the degree to which coders agree, researchers should also be keenly aware of the theory and valence informing their study, which impacts their coders, which ultimately impacts the results of the study itself.

Directions for Further Research: As the field of writing studies begins to adopt big data methodologies, researchers must continue to challenge and question their applications, implementations, and implications, turning to familiar questions from our own fields. Big data is exciting and new, but it’s not the methodology to explain it all. It’s just as rhetorical as every other methodology—it’s just better at hiding it.
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1.0 Introduction

It seems that nearly every industry and academic discipline has at least one thing in common—stuff. Lots and lots of stuff. These industries and academic disciplines all face a similar dilemma—what to do with all that stuff? “Stuff,” obviously, is too vague and a rather unhelpful term, so another term has been provided, what Lewis and Westlund (2015) dubbed “the buzzword du jour”: big data. Unfortunately, it seems, “big data” isn’t any more helpful than saying “stuff.” What constitutes big data varies widely from field to field, but most realize that they need to do something with it: “A nearly ubiquitous catchphrase, big data directs attention toward a new phenomenon: production, storage, and analysis of vast quantities of data—data that may exceed the ability of available technologies and methodologies to process” (Graham, Kim, DeVasto, & Keith, 2015, p. 70). Even here, “vast quantities,” doesn’t help to pin stuff down, perhaps because big data is just so big. As it turns out, how much data is not nearly as important as the “capacity to search, aggregate, and cross-reference [it]” (boyd [sic] & Crawford, 2012, p. 663). Whether it’s the NSA or Twitter working with zettabytes (one trillion gigabytes) or humanities academics working with thousands of pages of content (less than a few gigabytes), what matters more is the ability to see it and to make sense of it. Big data isn’t a thing. Big data is a verb; it’s a methodology.

2.0 Aim: Explicating Assumptions of Big Data

Since big data is a methodology, it is not bound by a single discipline, which allows scholars from a variety of academic interests to draw upon this tool. This borrowing, adapting, and hijacking of methodologies carries certain risks. Spinuzzi (2009) argues that research techniques are often viewed as the “atoms or essential building blocks of research projects” (p. 411), which tempts researchers to view these methodologies as “arhetorical,” believing them to be just methodologies, not rhetorical arguments. Spinuzzi expands on this notion:

In terms of conducting research, I suggest that technical communicators should view other fields’ research approaches with all the caution they would apply to political agreements or legislative settlements. . . . Technical communication is its own field with its own orientations, problems, and environments; if technical communicators deploy another field’s negotiated settlement, without alteration, they cede their own status as negotiating partners, and they may find that the settlement does not work nearly as well as they thought it would! (p. 440)
Spinuzzi’s caution is one to be considered by any scholar looking to apply an unfamiliar methodology, approaching it with a rhetorical understanding as well. All methods have an underlying rhetoric; in fact, Salvo (2012) contends that big data as a form of communication design itself “is necessarily a rhetorically-based field” (p. 38). Many scholars have begun questioning the use of big data itself. McNely (2012) suggests that

> This data is most often useful in the aggregate—depersonalized, decontextualized, and pasted together with millions of others. There is a real need for communication design researchers and practitioners to formulate approaches that distinguish between the usefulness of big data in the aggregate . . . and big data applied to situated, local, human users. (p. 27)

While big data is certainly a beneficial method for understanding things in the aggregate, as scholars, we should begin thinking about how we can make that data applicable to human users. If this ideal is pursued—and ideally achieved—then research can work towards undermining the utilitarian view of writing assessment as outlined by Elliot (2016), “the greatest net balance of satisfaction summed over individuals, [ignoring] the fate of the individual.” This aggregated information always already ignores the individual, but by making the results of the data available and applicable to human users, we can mitigate the consequences. If the data is given by users, then they should have access to how it is used. With big data as an emerging methodology, using caution in its application is a necessity for scholars. Not only should researchers seek out the unseen and untapped applications of big data, but they should learn its limitations as well. You adopt a methodology, you adopt its flaws.

### 3.0 Problem Formation: Language Quantification

As big data gains steam in the field of humanities, some are sure to question what they see as a flaw: the act of quantifying language. This argument is not new nor is its rebuttal. Harris (1954) discusses the distributional structure of language with each part of a sentence acting as co-occurrents, each in a particular position, and each with a relationship to the other co-occurrents (p. 146). Once scholars, like linguists, have coded language (i.e., verbs, nouns, gerunds, etc.), it becomes a matter of counting them. Counting, however, is not where the meaning-making stops. Harris argues that the “correlation between language and meaning is much greater when we consider connected discourse. To the extent that formal (distributional) structure can be discovered in discourse, it correlates in some way with the substance of what is being said” (p. 152). Counting parts of
language in a context helps to see the substance of what is being said. In 1954, counting words and their relationships to each other and to discourses would be time-consuming to say the least, even for a single document. Fortunately, new technologies have eased this burden. As Grimmer & Stewart (2013) explain, “automated content methods can make possible the previously impossible in [a discipline]: the systematic analysis of large-scale text collections without massive funding support” (p. 268). Salvo (2012) argues that the combination of these new methodologies and technologies “knits together invention, arrangement, style, memory, and delivery in ways that challenge conceptions of print based literacy and textuality” (p. 39). While big data itself has several rhetorical methodologies embedded within, deciding which one to use depends on the amount of data and how it’s aggregated. For writing researchers, this methodology most closely resembles content analysis, just on a larger scale.

4.0 Information Collection: The Role of Perception

While content analysis has been a popular methodology in mass communications and political science for quite some time (Berelson, 1952; Grimmer & Stewart, 2013; Lewis, Zamith, & Hermida, 2013), only recently has “mass” taken on a new meaning as well. Riffe, Lacy, & Fico (1995) offer a clear explanation of content analysis: “Usually, but not always, content analysis involves drawing representative samples of content, training coders to use the category rules developed to measure or reflect differences in content, and measuring reliability (agreement or stability over time) of coders applying the rules” (p. 2). Krippendorf (1989) wrote that “Content analysis is indigenous to communication research and is potentially one of the most important research techniques in social sciences” (p. 403). He goes on to explain that this method allows researchers to “analyze data within a specific context in view of the meanings someone—a group or culture—attributes to them” (p. 403). Initially, mass communication meant communication to the masses, but in this digital age that data has amassed quite a bit. Finding a representative sample of content was once a more feasible methodology, but in the digital age that amount of content exponentially increases every day.

With the development of the internet, researchers found themselves looking for ways to cope with the increase of data available for study (McMillan, 2000; Weare & Lin, 2000). Some looked for more creative ways to search and understand the data as time moved forward (Herring, 2010), describing the amount of “ever-changing, user-influenced, and border-crossing” data with “terms such as liquid, dynamic, and fluid” (Karlsson, 2012, p. 387). It is clear that quantitative content analysis “enable[s] a broader investigation of texts over an
extended period of time” (Boettger and Palmer, 2010, p. 346), and big data as a methodology enables an even broader investigation of these texts.

With qualitative content analysis relying on researchers and coders to make meaning of texts, new methods had to be introduced. In an effort to access these large data sets, researchers began turning to latent semantic analysis, which “is a statistical model of word usage that permits comparisons of semantic similarity between pieces of textual information” (Foltz, 1996, p. 198). When it comes to textual analysis, it’s easy to see that not every author or every document uses the same words. Language is complex. Words are intricate. Linguistics is multifarious. Referencing the “classic joke ‘Time flies like an arrow. Fruit flies like a banana,’” Gimmer & Stewart (2013) issue a caution: “The complexity of language implies that all methods necessarily fail to provide an accurate account of the data-generating process used to produce texts. Automated content analysis methods are insightful, but wrong, models to help researchers make inferences from their data” (p. 270, original emphasis). In an effort to mitigate this necessary failure, researchers rely on operationalized terms and coders (Keyton, 2006) to make sense of how words connect—their semantic meanings. The act of reading a text relies on this method of meaning making, of connecting like-terms to make sense: “To comprehend a text, a reader must create a well-connected representation of information in it. This connected representation is based on linking related pieces of information that occur throughout the text. The linking of information is a process of determining and maintaining coherence” (Foltz, Kintsch, & Landauer, 1998). When one reads, one comprehends, and when one comprehends, one uses latent semantic meaning-making. Latent semantic analysis is a methodology that conducts a quantitative content analysis using a computer to find meaning and correlations in a large corpus of texts that researchers and coders would miss due to the sheer size of the data. Landauer, Foltz, & Laham (1998) explain:

[Latent semantic analysis] is closely related to neural net models but it is based on a singular value decomposition—a mathematical matrix decomposition technique closely akin to factor analysis that is applicable to text corpora approaching the volume of relevant language experienced by people. (p. 260)

Essentially, researchers and coders train a computer to make meaning within the corpus of the text to the near similarity of a person—and technology is only getting better. Landauer et al. continue that this methodology “induces its representations of meaning of words and passages from analysis of text alone. None of its knowledge comes directly from perceptual information about the
world; from instinct; or from experiential intercourse with bodily functions, feelings, and intentions” (p. 261). A key word in their explanation is rather telling: “directly.” While the sense making certainly comes from the corpus of text itself, the computations and algorithms did not spontaneously appear—someone designed them. As O’Neil (2016) warns, “many of these models encoded human prejudice, misunderstanding, and bias into [these] software systems” (p. 3). Despite this false objectivity, people believe these methods were “fair and objective” because they “didn’t involve prejudiced humans digging through reams of paper, just machines processing cold numbers” (O’Neil, 2016, p. 3). The human programmers and human researchers use these machines and algorithms under their “perceptual information about the world” dismissed by Landauer et al.

5.0 Conclusions: The Place of Caution

As latent semantic analysis is an extension of quantitative content analysis (and vice versa)—and knowing that an adopted methodology carries adopted flaws—it makes sense to turn to some of the concerns voiced by mass communication scholars in order to understand limitations. While quantitative content analysis grew in popularity in mass communication, so did the refining of its methods. Krippendorf (2011) makes the clear—and much appreciated—claim that “[t]he need for research to be reliable requires no justification. Testing the reliability of the coding process is a common requirement, especially in content analysis and similar research techniques that make use of human coders to generate data from texts or observations” (p. 93). This is known as inter-coder reliability, which is the degree to which coders agree on what is being coded (Keyton, 2006). Reporting the reliability of a study adds credibility to the study itself, and when a human coder is involved, the reporting of this intercoder reliability becomes imperative (Hayes & Krippendorf, 2007; Krippendorf, 2008, 2011). In one study of content analysis articles over a 26-year period, Lovejoy, Watson, Lacy, & Riffe (2014) found that not every study published its intercoder reliability consistently or uniformly, and they offer several guidelines for ensuring its proper reporting. Researchers argue that given the fundamental nature of content analysis in communication, “it would be logical to expect researchers in communication to be among the most, if not the most, proficient and rigorous in their use of this method” (Lombard, Snyder-Duch, & Bracken, 2002, p. 587). Not only should researchers report their intercoder reliability, but some “argue that the challenge of designing a content analysis can only be adequately met if researchers begin by making decisions about the nature of the content they want to analyze and the role of the theory in their study. Once these decisions are made, it becomes much clearer what the role of the coders is to be” (Potter & Levine-Donnerstein, 1999, p. 259). The content itself and the theory informing the study
impact how coders code. Ensuring content from the same genre holds its own benefits to a study (Lauderdale & Herzog, 2016), but the theory driving the study has an incredible impact. While intercoder reliability measures the degree to which coders agree, researchers should also be keenly aware of the theory and valence informing their study, which impacts their coders, which ultimately impacts the results of the study itself.

An example of a conscious use of rhetorical theory in combination with big data methodology is the previously mentioned study from Teston & Graham (2012) where “content categories [were] determined by preexisting theory and research. In this case, [they] used stasis theory as an analytic lens in subsequent analyses because each researcher consistently identified disagreement” (Hybrid Methodological Approach section, para. 3). Recalling Spinuzzi’s warning, researchers should approach new and old methods with caution. Some have already articulated several ethical concerns with big data, including “privacy, informed consent, and protection from harm, [that raises] wider questions of what kinds of data should be combined and analyzed, and the purposes to which this should be put” (Eynon, 2013, p. 238). According to Fairfield & Shtein (2014):

[S]ocial scientists are undergoing a fundamental shift in the ethical structure that has defined the moral use of these techniques. Much of social science ethics focuses on rights and responsibilities toward the individual human participant. Big data as a technique does not accommodate this well. There can be millions of research subjects, yet none of them has given traditional informed consent. (pp. 38-39)

What should researchers do with these new technologies and methodologies? Eynon (2013) declares that “[a]s a community we need to shape the agenda rather than simply respond to the one offered by others” (p. 238). This shaping occurs by being aware of the advantages and flaws of particular methods. In this case, the need to understand that intercoder reliability in latent semantic analysis is more than reporting the degree to which researchers and coders agree. It must also be informed by theory.

6.0 Directions for Further Research: Humanities-Based Perspectives

Kelly-Riley and Whithaus (2016) call for “adding—or returning to—humanities-based concerns about fairness and ethics.” As we begin to adopt big data methodologies, we must continue to challenge and question their applications, implementations, and implications, turning to familiar questions from our own fields:
Are humans at the center of our research (Miller, 1979; Katz, 1992)?
Which humans are at the center of our research (Walton, 2016)?
Which narratives are being forwarded? Which ones are being left out (Jones, Moore, & Walton, 2016)?
In which rhetorical ecologies are researchers and coders operating (Inoue, 2016)?
To what extent will results be used (Graham, Kim, DeVasto, & Keith, 2015; McNely, 2012)?

As these fields move forward, researchers should proceed with caution. Big data is exciting and new, but it’s not the methodology to explain it all. It’s just as rhetorical as every other methodology—it’s just better at hiding it.
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